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Advanced Data Mining

Part  "Graphs for PR and Mining"

Teaching prepared in collaboration with Romain Raveaux (LIFAT – RFAI)



Questions?

• Have you ever heard about Graphs?



Graphs for PR and Mining
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 Outline

 Definitions, representation
 Recall about graphs  
 Storing Graphs in memory
 Types of problems (in PR, ML and DM)

 Graph Analysis / Mining
 Graph Characterization
 Graph partitioning
 Pattern detection
 Graph indexing

 Graphs for PR (in CV and ML)
 Graph Matching
 Graph comparison
 Graph and deep learning
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Why using graphs?

Structural Methods

– Graphs by nature

– Relational data or structured data are designed 

as graphs

– Non vectorial methods can guarantee to preserve 

the topological information

– Combining sources of data

– An image and a knowledge graph for instance

– Extended Euclidean data

– Pairwise features can be used to enrich an 

Euclidean representation. 

– i.e , a pixel can be connected to every pixel in the 

image and each relation can be enriched by a set 

of features



1. GRAPHS: Definitions & representations 



Questions?

• What is a Graph?



Definition of « Graph » ?



Definitions

Initial definition

• A graph is a set of vertices linked by edges.

• Formally speaking: 



Adding labels and attributes

• Updating the initial definition…



Questions?

• Many complex or/and large graphs 

• How to represent such graphs in computer?



Adjacency matrix

Which data type?



Degree matrix

Which data type?



Laplacian Matrix

Which data type?



How graphs are represented in computer memory?

Which data type?



Questions?

• Matrix representation?

• List representations?



Adjacency matrix              Adjacency list

 Easy to implement 

 Removing an edge takes O(1) time 

 Check (u->v) edge existence in O(1) time

x Memory consumption

 Take less space: O(|V|+|E|) 

 Adding a vertex is easy 

x Check (u->v) edge existence in 

more complex !

In O(V) at work case scenario



‘Text’ example : GML
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• Typical examples ? 

• How ? Why ?

• Advantages ?

• Drawbacks ?

Graphs : A powerful representation tool …
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• Topology

– Nodes = primitives, elements, parts

– Edges = relations

• Attributes

– Statistical : observations, distributions, …

– Geometrical : metrics (distances, angles, similarities)

– Positions : absolutes or relatives 

– Visual features : discriminative elements

• Trying to ensure

– Stability (invariance)

– Tolerance : noises, variations

– Classes discrimination

• But 

– Symbolic VS numerical

– Discretisation

Graphs : A powerful representation tool …



Social networks

• Facebook100 data set

”People and friendships from the Facebook

networks of 100 different colleges and 

universities from a single snapshot from 

September 2005.”

UNC Chapel Hill (18163 Nodes, 766,800 Edges) 

displayed with Tulip by David Auber (2011)



Graph in chemioinformatics



Graph of pixels



Region Adjacency Graph



Region Adjacency Graph

Impact of noise on Graph-Based Representation



Interest Point Graph

• Node  Keypoints

• Edges  distances

between Keypoints

• Many other 

possibilities
– Similarities

– Angles

– …



Skeleton Graph



Spatial relationship graph



Graph Databases

• OPEN GRAPH BENCHMARK
https://ogb.stanford.edu/

• TORCH_GEOMETRIC.DATASETS 
• HTTPS://PYTORCH-

GEOMETRIC.READTHEDOCS.IO/EN/LATEST/MODULES/DATASETS.HTML

• IAM Graph Database Repository
for Graph Based Pattern  Recognition and Machine
Learning” (2008)
https://iapr-tc15.greyc.fr/links.html#Benchmarking%20and%20data%20sets

https://ogb.stanford.edu/
https://pytorch-geometric.readthedocs.io/en/latest/modules/datasets.htML
https://iapr-tc15.greyc.fr/links.html#Benchmarking%20and%20data%20sets


Graphs for PR and Mining

Graph-based problems
• Graph analysis / Graph Mining

• Link prediction

• Vertex classification/clustering/regression

• Graph classification/clustering/regression

• Graph matching

• Graph distance

• Graph-based search

• Subgraph search

• Similarity search

• Graph prototypes - Median graphs 

What does it mean ?



Graphs for PR and Mining

Graph-based problems
• Graph analysis / Graph Mining

• Link prediction

• Vertex classification/clustering/regression

• Graph classification/clustering/regression

• Graph matching

• Graph distance

• Graph-based search

• Subgraph search

• Similarity search

• Graph prototypes - Median graphs 



Graphs for PR and Mining

Graph-based problems
• Graph analysis / Graph Mining

• Link prediction

• Vertex classification/clustering/regression

• Graph classification/clustering/regression

• Graph matching

• Graph distance

• Graph-based search

• Subgraph search

• Similarity search

• Graph prototypes - Median graphs 



How to solve these problems?

Staying in the Graph space

• Graph matching

• Combinatorial problems (NP Hard)

Graph embedding

• Embedded of graphs/ nodes edges into a vector space

• Explicit embedding

• Through feature extraction 

(handcrafted or end to end learning ) or dissimilarities

• Implicit embedding

• Through graph kernel

 Modelisation, PR, Machine learning, Optimization



Graph Analysis (only one or several) ?

• Graph clustering

• finding sets of “related” vertices in 

graphs

• graph partitioning 

≠
• Graph clustering

• clustering of sets of graphs based on 

structural similarity



2. Graph characterization (1 big graph)



Graph depictions



Graph depictions

n.(n-1)/2



Graph drawing: Node-diagram



Node-diagram



Matrix representation



Matrix representation



Influence Study

Centrality Analysis 
• Node centrality: number of shortest paths including this node

• Edge-Betweenness: Number of shortest paths between any 

pair of nodes that pass through the edge

• To identify the most important “actors” in a social network 

Given a graph, output a list of top-ranking nodes or edges

• Ratio formulation:



Node Prediction

Prediction  Node classification

Notion of node signature ?
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From Node prediction to Sub-graph Spotting

Drawing  Graph  Symbol detection ?

Can you imagine some features / 

signatures ?
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From Node prediction to Sub-graph Spotting

A first draft  Using heuristics 

To associate score to the nodes and edges
• H1 – Symbols are composed of small segments 

compared to the other parts

• H2 – Segments inside a symbol are of similar

length

• H3 – Symbols can correspond to loops

• H4 – Symbols can correspond to parallel

segments 

• H5 – Segments inside symbols are connected to 

maximum 3 other segment

• H6 – Two segments with 90° usually correspond 

to a symbol

Using Machine Learning 

 the new “heuristic free” approach…

 Node / Graph embedding

Drawing  Graph  Symbol detection ?
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(b) score propagation  inside loops  0.7 has been propagated

(a) Initial scores

Score Propagation

Region Spotting with graphs
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Ts >= 0,4   BB=8                      Ts >= 0,6   BB=9 Ts => 0,8   BB=6

Extraction of RoI / sub-graphs using the scores

Region Spotting with graphs
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Experimentations on different types of documents

Diagramme logique Plan d’architectureTs >= 0,6 Ts >= 0,5

Region Spotting with graphs



3. Graph partitioning (community detection)



Community detection

No universally accepted definition for “community”

• Members within a community are more similar among 

each other

• Communities correspond to densely connected nodes: 

Set of nodes with more connections between its members, 

than to the rest of the network 

• A community corresponds to a group of nodes with more 

intra-cluster edges than inter-clusters edges

So, detection methods can be divided into several categories:

– Node-Centric Community  Each node in a group satisfies certain properties

– Group-Centric Community  Partition the whole network into several disjoint sets 

Consider the connections within a group as a whole. The group has to satisfy certain 

properties without zooming into node-level

– Hierarchy-Centric Community  Construct a hierarchical structure of communities



Evaluation metrics

• Focus on :

• Intra-cluster edge density (number of edges within community)

• Inter-cluster edge density (number of edges across communities)

• Both two criteria

maximum number of inter-cluster edges possible Max number of edge inside C

Etienne Cuvelier, Marie-Aude Aufaure. Graph Mining and Communities Detection. Aufaure, MarieAude; Zimanyi, Esteban. First European Summer School, eBISS 2011, 

Paris, France, July 3-8, 2011, Tutorial Lectures, Springer, pp.117-138, 2012, Lecture Notes in Business Information Processing. ffhal-00704356f



Node-Centric Community Detection

• Node similarity is defined by how similar their interaction patterns are.

• Two nodes are structurally equivalent if they connect to the same set of actors 

 e.g., nodes 8 and 9 are structurally equivalent

• For practical use with huge graphs:
• Consider the connections as features

• Use Cosine or Jaccard similarity to compute vertex similarity

• Apply classical k-means clustering Algorithm



Node-Centric Community Detection

Multi-Dimensional Scaling (MDS) – Spectral methods (“ACP-like method”)

• Given a Graph, construct a proximity matrix to denote the distance between nodes

• Δ(D) denotes the square distance matrix between nodes

• Ʌ = diag(ƛ1, ƛ2,…,ƛk) = the top-k eigenvalues of Δ(D) and V = the top-k eigenvectors of Δ(D)

• S ∈ R nxk denotes the coordinates of nodes in the lower-dimensional space

• MDS objective  minimize the difference min || Δ(D) − S.ST ||

• MDS solution 

• Apply k-means to S 

to obtain clusters



Node-Centric Community Detection

Ascendant Hierarchical 

Classification of the nodes 

– Each node = 1 community

– Compute distances between 

communities

– Merge most similar.

– Go to Point 2.



Hierarchy-Centric Community Detection

Goal: Build a hierarchical structure of communities based 

on graph topology

• Facilitate the analysis at different resolutions

• Representative Approaches:

• Divisive Hierarchical Clustering

• Agglomerative Hierarchical Clustering

Divisive Hierarchical Clustering

• Partition the nodes into several sets

• Each set is further partitioned into smaller sets

• Between-group edges tend to have larger 

edge-betweenness

Agglomerative Hierarchical Clustering

• Similar to node-centric methods

Progressively remove edges with 

the highest betweenness

• Remove e(2 4) e(3 5)

• Remove e(4,6), e(5,6)

• Remove e(1,2), e(2,3), e(3,1)



Hierarchical method: Newman-Girvan algorithm

( edges ) :



Hierarchical Method: Newman-Girvan algorithm

Algorithm

1. Compute betweenness (edge centrality) for all edges in the 

graph 

2. Find and remove the edge with the highest score 

3. Recalculate betweenness centrality score for the remaining 

edges 

4. Go to step 2 

Stopping criteria modularity

Complexity O(m²n) 



Group-centric: Modularity Maximization

Modularity measures the group interactions compared with the expected random 

connections in the group (the community have to be detected beforehand)

In a Graph with m edges, for 2 nodes with degree ki

and kj , the  expected random connections probability

between them are : 

ki.kj / 2.m

(value(i,j))

Expected probability of edge 

presence between 6 and 9 is 

5x3/(2x17)



Modularity Maximization

In a random graph (ER model), we expect that any possible partition would 

lead to Q = 0. 

Typically, in non-random graphs modularity takes values between 0.3 and 0.7. 

Good partitioning

Not Good partitioning



Modularity Maximization

Modularity measures the group interactions compared with the expected random 

connections in the group

To partition the graph into optimal communities, we should maximize the modularity

 The problem is the time complexity to find this maximum (without testing all the 

possibilities)

Max
i,j 



Louvain modularity algorithm

Before, the modularity is just used as a threshold (stop criteria)

• Issue(s)  Empirical value/threshold !

Better idea(s)?

 Find the partition that corresponds to the maximum value of modularity

 Modularity optimisation problem

But: 

Modularity optimisation problem  NP-complex  Approximation 

techniques & heuristics



Louvain modularity algorithm

Louvain (2008) run in O(n.log n)

Algo:

1. Each node i is a cluster

2. For each node i, move it into the 

community of each neighbour j and 

compute the modularity change

3. Assign i to the neighbour j  that 

yields the greatest modularity 

increase

4. Repeat until modularity local 

maximum is achieved  Level i

5. Build new network by merging 

nodes from the same communities 

6. Go to step 1



Louvain modularity algorithm

Louvain (2008) run in O(n log n)

Algo:

1. Each node i is a cluster

2. For each node i, move it 

into the community of each 

neighbour j and compute

the modularity change

3. Assign i to the neighbour j 

that yields the greatest 

modularity increase

4. Repeat until modularity local 

maximum is achieved  Level i

5. Build new network by merging 

nodes from the same communities 

6. Go to step 1



Louvain modularity algorithm

The “limit of resolution” of the modularity

Shown on a ring of n cliques with m nodes in each

For m=5 and n=30, the modularity is higher for the 

partition with 2 cliques merged together  (Q=0.888) 

than the one with n groups (Q=0.876). 

It shows that with this method some interesting 

communities could be missed 



Local methods

More often, we cannot have access to the whole graph

 local methods are needed 

• Starts from a set of nodes (seeds) 

• Expands the community boundaries using some criterion 

to stop (impossible to increase modularity) 

• Local modularity or Subgraph modularity (M)

10/7 12/5
M  OK



Challenges?



Challenges?

• Large graphs : complexity

• Known number of clusters?

• Directed graphs

• Overlapping clusters



4. Graphs for Pattern recognition (several graphs)



Pattern / Object recognition (toward Machine Learning)

How computers can recognize objects?

• We need a large set of (labelled) examples similar to the patterns to be recognized  a 

training set

• We need a list of stable and discriminative features (shape, color, size,…) used to describe 

the patterns (labelled ones and unknown one)

A recall about PR mechanisms ?

A E

… …

[ Training set ]

x1

[ 2D Representation

of the training set]

A

A

x2

x1

Stable and 

discriminative 

features



Pattern / Object recognition (toward Machine Learning)

How computers can recognize objects?

• When an unknown Object arrives, we compute its features and compare it with the 

content of the training set (associated built models)

A recall about PR mechanisms

x2

[ 2D Representation

of the training set]

A

A

x2

x1

?A



Deep Learning (Conv. Neural Net)

A recall about PR mechanisms



Many possible choices and techniques

• For selection of discriminative features

1 Object  1 Vector

1 Object  1 Graph

• Many Machine Learning models and tools

71

A recall about PR mechanisms
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Why using graphs?

• Statistical Methods
– Classes and frontiers

– Existing statistical tools for evaluation 
of the quality of the chosen feature 
space

– So many models and toolbox

• Structural Methods

– Taking into account the context

– A matching between sub-parts as 

results in addition to the decision

– Partial or incremental recognition

– Adaptive dimensionality of the 

models

– Multimodal Features

– Computational limitations?

– Learning?
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Structural PR  Graph Matching

• Definition (Matching)

• A matching between G1 = (V1;E1) and G2 = (V2;E2) 

• = a relation m  V1 x V2 (u1; u2)  m 

•  The vertex u1 is matched with the vertex u2

• Different types of matching

• Bijective matching : cardinality = (1; 1)

• Injective matching : cardinality = (1; 0..1)

• Univoque matching : cardinality = (0..1; 0..1)

• ...

• Multivoque matching : cardinality = (0..|V2|; 0..|V1|)

• High Complexity Toward approximative methods !

[Solnon, 2007] 

C’B’

A’

CB

A

What does it mean?



Structural PR  Graph matching

Graph Matching

Exact Méthods

Sub-graph Isomorphisms 

Maximum common su-graph 

Exact Matching

Incomplet Matching

Inexact Methods

Distances/Similarities between graphs

+

Inexact Matchings

Distances / Similarities only

Graph Edit Distance, 

Algorithms Glouton, Tabou

Graph Embedding 

Graph Probing

Isomorphisms between graphs 

Taking care of the attributes in addition to the graph topology

H
a

rd
 C

o
n

s
tr

a
in

ts

S
o

ft
 C

o
n

s
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a
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Structural PR  Graph Matching

Graph isomorphism problem

Model Graph GM Test Graph GD

Univoques Matching – Hard Constraints

C’B’

A’

CB

A

Problem

Not robust to noise and distorsions

Objective

Bijective Matching

Hard Constraints 

Possible on huge graphs

Sub-gtaph isomorphism

Test Graph GD Model Graph  GM

CB

A D

C’B’

A’

Problem

Possible on medium size graphs

Objective

Injective Matching

Hard  Constraints 

NP-complete
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Structural PR  Graph matching

Tree search Algorithms (with backtrack)

1

1

2

1

2

3



A look-ahead() checks before each association, the existence of a 
possible matching at the next step (using edge information for instance)

Forward

Structural PR  Graph matching

Tree search Algorithms (with forward checking)

1



Structural PR  Graph matching

Univoque Matching – Hard Constraints

TOO  HARD…

=
?



b. Inexact matching

(aka. Error-tolerant matching)



b. Inexact matching

• Optimal vs. suboptimal

– Optimal

• if it exists, the global minimum of the matching cost is 

given as the solution

– Suboptimal (approximate)

• Find a local minimum of the matching cost.

• Might be not very far from the global one, but there are 

no guarantees.

• Shorter, usually polynomial, matching time. 
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Structural PR  Inexact Graph Matching

Univoque Matching – SOFT Constraints

 Soft Constraints

 Notion of similarity ≠ Exact matching

 Similarity Matrix between nodes & edges

 Exploration of possibilities…

Very time consuming…

Heuristics 



b. Inexact matching

• Graph Edit Distance (GED) [Bunke,1999]
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Cost : associated to transformations (Insertion, suppression, substitution 

of edges and nodes)

Edit Path : set of needed transformations to obtain G2 from G1

Global Error : Sum of all the elementary costs

Objective : Search for the minimal cost edit path

Structural PR  Inexact Graph matching

Univoque Matching – Soft constrainsts



GM/GED as an optimization problem

• Assignment problem  Mathematical Programming  Hungarian 

algorithm, LSAP, QAP, …

From [HDR Raveaux2019]



GM  ILP (F1 formulation)

From [HDR Raveaux2019]



Evoluted version of the Graph Edit distance

Structural PR  Inexact Graph Matching

Multivoque Matching – Soft constrainsts

New version of GED with additional possible transformations

MERGE   &  SPLIT    Multivoque Matching  …

Univoque Matching  each node of G1 can be matched

with only one node of G2

[Champin / Solnon] (2003-2005)

ACoteDe ACoteDe

Sur Sur

1 2

5

Sur

3 4

6

Sur

ACoteDe ACoteDe ACoteDe

Sur

A B C D

E

Sur

ACoteDe

Sur
Sur

A1
B2
E5
E6

Matching m



Structural PR  Inexact Graph Matching

Multivoque Matching – Soft constrainsts

   













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









 





1111

11
j

j

k

i

i

n

j

j

m

i

iMp EVSc 

Node to Node 

similarity
Edge to Edge

similarity
Penalties for multiple

matchings (splits)

Problem : Definition of the similarity measure and edit costs [Qureshi03]

Matching Exploration  a very combinatory problem !

Goal = Finding m  V1 x V2 maximising

score(m) = f (G1 m G2) - g(splits(m))

Problem NP-difficile 2|V1|.|V2| combinaisons

Résolution by a complete search ?

Structuring the search space with lattices...

...but the score function is not monotonous….

Limited to very small graphs (10 nodes)
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Exemple on Letters

Graph Matching with GED ? 

Cost Function ?
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From graph space back to Vector space…

The node to node matching is lost !

Information extraction by feature selection  Construction of a feature vector:

 : G Rn  =>    ( g) =  (x1,…., xn)

Combination of structural and statistical approaches

Structural PR  ML  Graph Comparison

Graph Probing and Embedding

What does it mean?
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Patterns enumeration

• Lexicon of Topological patterns

• Frequency of the patterns  Construction of a vector

• Many possible extensions : Graphlet, Treelet, …

Trying to take care of attributes  Construction of a Matrix  discrétisation

Structural PR  Graph Comparison

Embedding topological information [Sidère09]

Example

Graphe avec attributs

( g) =  (x1,…., xn) = (4,4,5,2,1,1)



( g) =  (x1,…., xn)

Structural PR  Graph Comparison

Fuzzy multi-level Graph Embedding [Luqman13]

Trying to embbed topological and statistical information

Graph 

order

Graph 

size

Fuzzy 

histograms 

of numeric 

node 

attributes

Crisp 

histograms 

of symbolic 

node 

attributes

Fuzzy 

histograms 

of numeric 

edge 

attributes

Crisp 

histograms of 

symbolic 

edge  

attributes

Fuzzy 

histogram 

of node 

degrees

Fuzzy 

histograms of 

numeric 

resemblance 

attributes

Crisp 

histograms of 

symbolic 

resemblance 

attributes

Graph Level Information

[macro scale]

Elementary Level 

Information

[micro

scale]

Structural Level Information

[intermediate scale]



( g) =  (x1,…., xn)

Structural PR  Graph Comparison

Fuzzy embedding

Frequency Histogram

Fuzzy transformation

Fuzzy multi-level Graph Embedding [Luqman13]

Adding local topology information
Ressemblance Degree on node attributes

Ressemblance Degree on edge attributes

Graph 

order

Graph 

size

Fuzzy 

histograms 

of numeric 

node 

attributes

Crisp 

histograms 

of symbolic 

node 

attributes

Fuzzy 

histograms 

of numeric 

edge 

attributes

Crisp 

histograms of 

symbolic 

edge  

attributes

Fuzzy 

histogram 

of node 

degrees

Fuzzy 

histograms of 

numeric 

resemblance 

attributes

Crisp 

histograms of 

symbolic 

resemblance 

attributes

),max(

),min(

21

21

aa

aa
eresemblancnumeric 



 


otherwise

bbif
eresemblancsymbolic

0

1 21

 Notion of node signature
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Graph Comparison  Graph Kernel

A kernel

Scalar product

Matrix corresponding to the Scalar product after projection

Element i,j of K (the Gramm 

Matrix of the kernel)



94

Graph Comparison  Graph Kernel

Kernel trick

Scalar product here
 can be defined 

as we want
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Graph Comparison  Graph Kernel

Kernel trick

(Scalar product in R2)2

(i
n

 R
2
)

(i
n

 R
3
)

(Scalar product in R3)

(Scalar product in R3) = (Scalar product in R2)2

 can be defined as we want
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Graph Embedding with Graph Kernel

A very simple graph kernel 

[Bunke2009]

Scalar product

Node color enumeration
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An other question for ML with graphs…

S = a set of graphs

C = set of possible graphs derived from S

d = an edit distance

Class model definition and prototypes?

Median Graph

Remaining Problems…

How to define GED Costs?

How to define good embedding functions?

How to get the Graph Matching at the end (not only the decision)

 Learning to match Graphs is the actual crutial question…
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Exemple on Letters

Graph Embeddings



Graph Neural Networks

• How to do Deep Learning on Graphs ?



Graph Neural Networks
C

la
s
s
ic

a
l 

N
N

G
ra

p
h

 N
N

Instead of x ∈ R1xm , we have G with



Graph Neural Networks

• GNN as node encoder / decoder

Figures coming from : An Introduction to Graph Neural Networks: Models and Applications - Microsoft https://www.youtube.com/watch?v=zCEYiCxrL_0



Graph Neural Networks

Two Key Components

Encoder maps each node to a low-dimensional vector.

Similarity function specifies how relationships in vector space map to 
relationships in the original network. 

Optimize the encoder such that 2 nodes have similar embeddings if they….
1. are connected?

2. Share neighbors?

3. Similarity estimate the probability of visiting v from u ?



Graph Neural Networks

• Decoder

What we would like…



Graph Neural Networks

Key idea and Intuition 

[Kipf and Welling, 2016]

The key idea is to generate node 

embeddings based on local 

neighborhoods.

The intuition is to aggregate node 

information from their neighbors using 

neural networks  done by including A. 

Nodes have embeddings at each layer 

and the neural network can be arbitrary 

depth. “layer-0” embedding of node u is 

its input feature

Hyperparameters: 



Graph Neural Networks

Hyperparameters: 

ml  x 1
n x ml  

1 x ml   

ml  x 1

ml+1 x ml

ml x l

ml+1 x 1

ml+1 features

ml x ml+1

n x ml

n x n 

n x ml+1

From [Bresson2020]



Graph Neural Networks

Hyperparameters: 

F4

F1

F2

N1

N2

N3

N4

A F = H0

W0

A.H.W H1
o



ml+1

ml

ml+1

n



Graph Neural Networks

Basic approach: Average neighbor messages and apply 

a neural network.

corresponding to information in A



Graph Neural Networks

Training the Model



Graph Neural Networks

2 issues of this simple example

Issue 1

• for every node, f sums up all the feature vectors of all 

neighboring nodes but not the node itself.

• Fix: simply add the identity matrix to A  Â = A + Id

Issue 2

• A is typically not normalized and therefore the multiplication with 

A will completely change the scale of the feature vectors.

• Fix: Normalizing A such that all rows sum to one  D-1.A



Graph Neural Networks

The issues Altogether [Kipf et Welling, 2016]

• The two patched mentioned before +

• A better (symmetric) normalization of the adjacency matrix Ď 

Final formulation of GCNs 

• It is a slight variation on the neighborhood aggregation idea 

[Kipf et al]



Final formulation of GCNs 

Empirically, they found this configuration to give the best 

results.
• More parameter sharing.

• Down-weights high degree neighbors.



Final formulation of GCNs 

Basic idea: Neighborhood Aggregation

GCN Neighborhood Aggregation 



Graph Neural Networks

An Introduction to Graph Neural Networks: Models and Applications

Microsoft https://www.youtube.com/watch?v=zCEYiCxrL_0
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Graph Neural Networks



Loss function / Graph Neural Networks



Graph Neural Networks – Vanilla Model



Graph Neural Networks – Vanilla Model

From [Bresson2020]



Graph Neural Networks – GraphSage Model

From [Bresson2020]



Graph Neural Networks – Anisotropic Models

In general…

From [Bresson2020]



Graph Neural Networks – Anisotropic Models - GAT

Graph Attention Networks

1 edge = 1 learned weight

How to learn

weights

associated

to edge….

Learned weights can be dependant 

of connected node labels….

From [Bresson2020]



Graph Neural Networks – Anisotropic Models - GAT

Graph Transformers

From [Bresson2020]



Loss function for GM ???



GM with GNN

• 2 steps pipeline 

– GNN  Features extractor

– LP Solver  Optimal Matching

– Global gradient descent
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